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Editorial to the HELINA 2023 Proceedings 
JHIA Vol. 10 (2023) Issue 2 

Nicky Mostert 

Nelson Mandela University, Gqeberha, South Africa 

The 2023 edition of the HELINA (HEaLthINformaticsinAfrica) conference was held from 01 – 03 

November 2023 as an in-person conference in Cape Town, South Africa.  The conference was hosted by 

the South African Health Informatics Association (SAHIA) in partnership with HELINA. The conference 

theme was focused on “Effective Implementation, Meaningful Use and Sustainability of Digital Health 

Interventions: The Role of Health Informatics and Imaging Informatics in Africa”. The aim was to provide 

a platform to showcase interventions in the following formats: 

• Full research papers based on mature research results; 

• Work in progress papers based on work in process research; and 

• Case study presentations based on case studies and experience in digital health interventions. 

Review Process 

A total of 61 submissions in these categories were received. A double-blind peer review process was 

used for evaluating each full research and work in progress paper. These submissions were anonymized 

before being submitted to reviewers according to their area of expertise. The Scientific Programme 

Committee (SPC) based their final decision on the acceptance of each full research and work in progress 

paper on the  recommendations and comments from reviewers.  Accepted submissions were then sent back 

to the authors for revision according to the reviewers’ comments. Case study submissions were reviewed 

by the SPC for inclusion in the conference. This review process resulted in the following acceptance rates:  

• Full research papers: 44% acceptance rate (9 received, 4 accepted) 

• Work in progress papers: 66% acceptance rate (6 received, 4 accepted) 

• Case studies and experience papers: 85% acceptance rate (46 received, 39 accepted) 

 

In order to be included in the conference proceedings, authors had to submit their final camera-ready 

papers after incorporating reviewer comments, and accepted papers had to be presented at the conference 

in person. 

 

Nicky Mostert 

HELINA 2023 SPC Chair 

January 24 
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Implications of Software Platform Architecture and Documentation on 
Developer Productivity: A Case of the Malawi Point of Care EMR 

Software 

Emmanuel Mkambankhani a, *, Tiwonge Davis Manda a 

Department of Computing, University of Malawi, Zomba, Malawi 

Background and Purpose: Software platform architecture and documentation affect platform customisability, 
developer productivity, and third-party contributions. This study examines how the Malawi Point of Care 
Electronic Medical Records Software (PoC-EMRS) architecture and documentation shape the platform’s 
customisation, developer productivity, and third-party contributions. The Malawi PoC-EMRS, as the primary 
case of analysis, was compared to CommCare and DHIS2 as configurable software platforms. Theoretically, 
we draw on Generativity and the Boundary Resource Model (BRM). Generativity evaluates the overall capacity 
of an artefact to produce solutions, for diverse use cases. BRM was used to evaluate how owners of the PoC-
EMRS facilitate ecosystem value co-creation through documentation and exposure of APIs. 
Methods: Primary and secondary data were collected through interviews, observations and document analysis. 
Both qualitative and quantitative data were analysed to find common themes. 
Results: Malawi PoC-EMRS is less configurable than DHIS2 and CommCare, necessitating more developer 
effort to support a variety of use cases. Though Malawi PoC-EMRS exposes boundary resources, it lacks 
incentives to attract third-party developers. Lack of or limited access to detailed documentation also negatively 
affects internal and third-party development productivity. 
Conclusions: We established that CommCare and DHIS2 have the following strengths. First, the platforms 
feature standardised interfaces that allow third parties to design, configure, and customise the platforms into 
solutions for a varied range of use cases. Second, CommCare and DHIS2 have comprehensive documentation 
that is accessible through online repositories, communities of practice and demo sandboxes. Applying the 
strengths of these platforms in the development of the Malawi PoC-EMRS is likely to boost developer 
productivity. 

Keywords: Health Systems, Configurable Platforms, Software Architecture, Software Documentation, 
Software Development Productivity. 

1 Introduction 

Software architecture is defined by ISO/IEC/IEEE 42010:2011 as the fundamental concepts or properties 

of a system embodied in its components, their relationships to each other and to the environment, and the 

principles guiding its design and evolution [1]. Software architecture is critical to the success of software 

platforms, as it manifests not only business and domain requirements but also other attributes like 

adaptability, maintainability, flexibility, scalability, performance, modifiability, and security [2]. An 

architecture that is well documented improves communication among stakeholders, serves to restrict design 

alternatives, channels the creativity of developers, reduces design and system complexity, and acts as a 

foundation for training new members of a team [3]. Thus, software architecture and its documentation 

influence the implementation of software platforms and have an impact on software developer productivity 

and third-party innovation [4]. Currently, software developers are moving towards developing their 

platform architectures to be more configurable and generic to reach a broader range of use cases beyond 

the targeted use cases that their platforms were initially designed for, and also to open opportunities for 

third-party contributions [5]. 
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In Malawi, the Ministry of Health and Population (MOH), in coordination with the Digital Health Division 

(DHD) and the e-Government department, commissions various implementing organisations to develop 

eHealth solutions, through donor-funded projects. Following are some of the leading organisations in 

developing eHealth solutions: Baobab Health Trust (BHT), Elizabeth Glaser Paediatric AIDS Foundation 

(EGPAF), Luke International Norway (LIN), D-Tree, and Lighthouse. Collectively, these organisations 

have, over the past two decades, provided digital health solutions that have improved the delivery of 

healthcare services to patients or recipients of care, enrolled in different health programs. Currently, the 

District Health Information System 2 (DHIS2), the Malawi Point of Care Electronic Medical Record 
Software (PoC-EMRS), and CommCare are the leading software platforms for HIS in Malawi [6] [7] [8] 

[9]. 

 

Since 2001, Malawi PoC-EMRS has been evolving as an open-source solution for Point of Care (PoC) 

systems in Malawi, with over 206 health facilities using it as a Point of Care solution and 520 health 

facilities using it as a retrospective data entry application. Despite its widespread use, the development of 

the Malawi PoC-EMRS has hardly attracted external contributions. Thus, organisations responsible for its 

development have had to considerably keep expanding their internal software development teams, to meet 

growing demands for software products. Efforts to acquire skilled and experienced software developers, as 

well as bring new developers on board, can be quite costly. For example, new developers may require 

extensive training and onboarding efforts. In contrast to the Malawi PoC-EMRS, DHIS2 and CommCare 

solutions development in Malawi has leveraged the contributions of smaller teams from across multiple 
organisations. The two platforms have a growing international reach and increasing third-party initiatives. 

According to extant literature, internal and external development productivity and third-party innovation 

can be attributed to software architecture [3] [4] [10] [11] [12].  

 

In order to improve the Malawi PoC-EMRS architecture and documentation, we sought to investigate the 

implications of its software’s architectural design and documentation and compare it with the configurable 

platform approaches of CommCare and DHIS2. Following this exercise, our aim was to inform software 

architectural design revisions and improvement of documentation for the Malawi PoC-EMRS, to facilitate 

improvements in developer productivity and third-party contributions. The study was guided by the 

following question: “How does the software architecture and documentation of the Malawi PoC-EMRS 
affect internal and external productivity and innovation?” The study also analysed how the strengths of 
DHIS2 and CommCare can be leveraged to increase the productivity of internal and third-party 

contributions in Malawi PoC-EMRS. 

2 Materials and Methods 

2.1 Case Selection 

During the study, the primary unit of inquiry was the Malawi PoC-EMRS platform. However, CommCare 

and DHIS2 were used as comparison benchmarks. The platforms were selected for two major reasons. First, 

they are widely deployed in Malawi’s health sector. For example, the Malawi PoC-EMRS has the point of 

care and ART eMastercard modules deployed in 726 sites [7]. CommCare is used for mHealth solutions 

for Community Health Workers (CHW) and it is the platform upon which ART Back to Care (B2C) 

applications and a key Logistic Management Information System (LMIS) are based [8]. DHIS2 is also 

widely used, forming the basis for the National Health Management Information System [9], the Integrated 

Community Health Information System (iCHIS), and the National Agriculture Management Information 

System (NAMIS). Further to this, PEPFAR and WHO use DATIM, a DHIS2-based implementation [13]. 

Second, the study platforms were chosen because they are open-source. In being open-source, the platforms 

provided installation and code analysis flexibility, allowing analysis of each platform's architecture, 

maintainability, customization, and possibilities for facilitating third-party contributions. 

2.2 Research Paradigm and Approach 

Research paradigms, often termed "philosophical worldviews," are fundamental beliefs, assumptions, and 

values that govern research decisions. The study employed a constructivist view. Researchers may use 
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constructivism to develop subjective meanings of research phenomena when interacting with participants 

or research objects [14] [15]. To triangulate data and control for biases, the study used multiple sources and 

data collection methods, including questionnaires (for structured questions), participant observations, 

document analysis, and artefact analysis. Collected data include perceptions of developers for the Malawi 

PoC-EMRS, DHIS2, and CommCare in terms of ease of mastery, adaptability, and boundary resource use. 

2.3  Sampling  

Participants were selected using purposive and snowball sampling. First, purposive sampling relies on the 

researcher's judgement to select the appropriate sources of data to meet study goals. Purposive sampling 

was used to acquire data from CommCare, DHIS2, and Malawi PoC-EMR platform developers. Key people 

from organisations and government departments that develop and implement digital health solutions using 

the platforms were contacted to participate in the research. Second, snowballing was utilised to locate other 

participants since the research population was specific and more data was needed to qualitatively address 

the research question. Snowballing is useful when researchers know little about a group or organisation 

[16]. Specialists from the following five organisations participated in the study: Baobab Health Trust 

(BHT), Elizabeth Glaser Paediatric AIDS Foundation (EGPAF), Last Mile Health, Luke International 

Norway (LIN), and the Ministry of Health's Digital Health Division (DHD). By applying the techniques 

mentioned, 22 individuals were identified to participate in the study but only 19 participants participated in 

the study. Table 1 depicts participants' positions by the platform they responded to. 

Table 1: Participant’s Platform and Position 
# Position CommCare DHIS2 Malawi PoC-EMRS 

1 Digital Health Specialist 0 1 0 

2 DHIS2 Programme Manager 0 1 0 

3 Informatics Specialist 1 3 0 

4 Software Architect 1 0 0 

5 Software Developer 2 2 7 

6 Systems Analyst 0 0 1 

 Total 4 7 8 

 

2.4 Data Collection 

The study used a self-administered questionnaire, participant observations, document analysis, and artefact 

analysis. A self-administered questionnaire was used in the form of a Google form, sent through email. 

This was done to allow participants to respond at their own pace. The questionnaire was followed by a 

virtual and in-person interview, to clarify participants’ responses. Second, the study used participant 

observations, to gain more insights beyond what participants provided through the questionnaires and 

interviews. Participant observations have been documented to foreground hidden issues that may be 

sensitive for people to reply to [17]. Participants were observed through two exercises. The first author 

attended daily stand-up meetings and sprint review meetings and talked to developers about the study 

platforms. Furthermore, three of the 19 participants that responded to the questionnaire were chosen for 

controlled observations, through practical tasks. The participants were first oriented on the platforms after 

which they were given 30 minutes to develop a simple patient registration form, aimed at collecting 

demographics.  

 

Document analysis also revealed hidden meanings. The definition of documents goes beyond text data; it 

also includes audio-visual data (photographs, diagrams, animations, video, and sounds) and electronic data 

like screenshots [18]. Hence, researchers reviewed technical platform documents, attended platform courses 

offered as video clips, PowerPoint slides, conferences, and webinars, and generated qualitative data notes. 

Finally, the researchers examined platform artefacts by executing simple tasks on online platforms. The 

researchers then checked open-source repositories for GitHub commits, forks, and pull requests from 
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internal and external developers. The researchers were able to assess platform contributions and whether 

internal and third-party contributors followed software programming standards.  

2.5 Data Analysis 

Thematic Analysis was utilised to analyse data based on the generativity and boundary resources model 

conceptual frameworks [19] [20] [21] [22] [23]. Thematic analysis was used to discover themes in the 

questionnaire, participant observations, document analysis, and artefact analysis data on developers' 

viewpoints and platform issues. The researchers then summarised the data to identify themes. Ultimately, 

the researchers linked and categorised themes according to the conceptual framework to analyse data based 

on platform generative capability and constrained resource availability and use [17] [24]. The primary 

themes derived from the conceptual framework encompassed the analysis of platform architecture’s 

capacity for leverage, adaptability, and documentation, with their impact on the productivity of software 

developers and contributions from third-party entities. 

3 Results 

3.1 Platform Architecture on Productivity in Solutions for Different Use Cases 

The investigations on how the architectural design of the Malawi PoC-EMRS shapes software developer 

productivity were based on the theory of Generativity [21]. The focus of this study was the generative 

technology and generative capacity. A generative technology is described to have five characteristics; the 

capacity for leverage, adaptability, ease of mastery, accessibility, and transferability [19]. Figure 1 

illustrates the responses of participants on each of the study platforms’ capacity for leverage. The numbers 

in the figure indicate a distribution of responses by the 19 participants in the study. 

 
Figure 1: Number of Participants and Capacity for Leverage 

From the data, it was established that the leverage of DHIS2 is attributed to its easy-to-use functionalities 

implemented by drag-and-drop features within the system's user interface. Thus, making it simpler to 

customise existing or develop new customizable data collection apps, as well as developing dashboards and 

analytics as one of the participants indicated below. 

 

“DHIS2 has drag and drop functionality and it does not really need one to have the IT 
background to customise or manage it” (DHIS2 Programme Manager-DHD, 2021). 
 

 

Similarly, in CommCare, leverage is provided by how simple it is for platform users to develop mobile data 

collection tools quickly. The CommCare HQ interface facilitates the implementation of data collection apps 
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and data management that would otherwise have to be created from scratch. This is clear from the comments 

that follow: 

 

“The platform provides interfaces that scaffold the heavy lifting e.g. authentication, data 
storage, etc” (Software Architect EGPF, 2022). 
 
“There are a lot of tools one can use to come up with an app easily” (Software Developer-
EGPAF,2022).  
 

In the case of Malawi PoC-EMRS, it was established that the platform does not fully have the capacity for 

leverage. This is so because a common response was not obtained from participants who are using the 

platform. The following are some of the expressions that support the preceding statement: 

 

“It is user-friendly and has clear guides on what needs to be done” (Systems Analyst BHT, 
2022).  
 
"There are a lot of workarounds required to add specific features to the UI using the touchscreen 
tool kit. There's no standardisation or reusability of business logic and modularization is 
terrible.” (Software Developer EGPAF, 2022) 

In relation to leverage, adaptability is another attribute, which is described as the potential of a platform to 

be flexible to change, for use in different contexts than the one it was designed for. Figure 2 illustrates the 

responses of participants to each platform’s adaptability. 

 

 
Figure 2: Adaptability of Platforms 

From another perspective, adaptability can be expressed in how the platforms respond to multiple end-user 
devices. From the results in artefact analysis, all three platforms are capable of running on mobile and 

desktop devices. Front-ends for CommCare HQ, DHIS2, and Malawi PoC-EMRS are all capable of resizing 

and fitting on multiple device screens for desktops, tablets, and phones. 

 

3.2 Platform Architecture Design and Third-Party Development 

Boundary resources are software tools and regulations, such as application programming interfaces (APIs) 

and software development kits (SDKs), that act as an interface between platform owners and application 

developers, as well as allow the development of third-party applications. Table 2 shows the existence of 

boundary resources that each platform is able to expose. 
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Table 2: Existence of Boundary Resources in Platforms 
Boundary Resource CommCare DHIS2 Malawi PoC-EMRS 

API endpoints ✔ ✔ ✔ 

Open Source code Repository ✔ ✔ ✔ 

Debugging Tools ✔ ✔ ✔ 

Reusable Libraries  ✔ ✔ 

SDK  ✔  

 

GitHub forks are one indicator of the presence of third-party developers. Forking is the process of creating 

a new software repository by copying an existing one [25]. This enables third-party developers to 

experiment with their own local repository without affecting the original project [26]. Furthermore, forking 

allows third-party developers to submit pull requests to original code repositories to which they do not have 

access rights contribute [25] [27]. Table 3 shows the summary of repository forks that third-party 

developers made to CommCare, DHIS2, and Malawi PoC-EMRS. 

Table 3: Summary of Platform Forks 
Platform Platform module Number of forks 

DHIS2 DHIS2 Core 263 

DHIS2 application platform 7 

DHIS2 UI 4 

CommCare CommCare HQ 196 

CommCare Mobile 22 

Malawi PoC-EMRS EMR-API 3 

Core 3 

3.3 Platform Documentation and Productivity 

Documentation is a form of boundary resource that gives actors the generative capacity to utilise other 

boundary resources on a platform [23]. As shown in Table 4, DHIS2 and CommCare platforms have a 

variety of information available online that enables third-party development via user manuals, online 

courses, and conferences. 

Table 4: Participants able to access platform resources 
Boundary Resource Number of Participants 

CommCare DHIS2 Malawi PoC-EMRS 

SDK/API documentation 3 7 5 

Technical Specification 

Documents 

4 7 3 

User Manuals 4 6 3 

Training material or tutorials 4 6 3 

Demo site/platform for practice 0 1 0 

Platform Academy 0 1 0 

 

The availability of documentation contributed to how much time it took the participants in this study to 

master the platforms. The study established that in CommCare, three of four participants said it took them 

no more than three months to be proficient using the platform, while four of seven in DHIS2 said the same. 

This is attributed to the presence of online training resources for CommCare and DHIS2. In the case of 

Malawi PoC-EMRS, five of eight participants indicated that it took the same time, while three of eight 

participants indicated that it took 7 - 12 months, thus establishing that CommCare and DHIS2 were easier 

to master. This was also observed during the participant observation exercise. The task took an average of 

16.11 minutes to complete for all participants using CommCare and an average of 22.86 minutes for people 
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using DHIS2. All participants were able to complete five of the nine form fields needed for the Malawi 

PoC-EMRS in an average of 44.6 minutes but they took an average of 82.15 minutes to complete the task. 

4 Discussion and Conclusion 

Malawi PoC-EMRS was compared with DHIS2 and CommCare architectures to determine the productivity 

of internal and third-party developers. Using concepts from the theory of generativity like generative 

technology and generative capacity, it was established that platform architecture affects developer 

productivity [21] [23] [28]. We also established that software platforms that provide incentives to 

developers enhance productivity enhance productivity and attract third-party contributions. By incentives, 

we mean platforms being configurable, flexible enough to be used for more than one use case, and cross-

platform. This agrees with Msiska and Nielsen [19] that, in order to leverage a platform’s capabilities, the 

platform needs to provide incentives to actors to use it. The Malawi PoC-EMRS can be used for cross-

platform devices, but it lacks the configurability of DHIS2 and CommCare. Thus, the Malawi PoC-EMRS 

requires more effort by developers, in order to develop solutions for a diverse number of use cases. In this 

scenario, adaptability is expressed by how the system can be used for multiple business use cases therefore, 

the platform is not adaptable in this regard, thus concurring with other studies [11] [29] that platforms that 
allow customisations through the use of configurable templates attract more innovations and contributions, 

and that when the configurable templates fail, developers can find a workaround. 

 

Software architecture design defines the availability of interfaces that allow internal and external software 

developers to interact with the platform's core functionality. This study used the Boundary Resource Model 

(BRM) to examine the three platforms' availability of boundary resources and how they are used. We 

established that a lack of third-party oriented incentives in the Malawi PoC-EMRS contributes to the 

absence of third-party contributors. These findings agree with Russpatrick [30] and Chirwa et al. [31] in 

that the availability of boundary resources alone is insufficient to attract third-party developers; external 

incentives are required. In addition, according to Msiska and Nielsen [19]  third-party development is only 

possible when there is sufficient external generative capacity, regardless of how good a software 
ecosystem's boundary resources are. This was obvious because DHIS2 and CommCare have a greater 

number of third-party developers than the Malawi PoC-EMRS. 

 

Extending from the theory of generativity and the usage of boundary resources, the construct of generative 

capacity has two perspectives: one that focuses on technology and another that focuses on actors. 

Documentation of a platform increases the generative capacity of an actor to be able to produce something, 

using the boundary resources of the platform, thus reducing the gap between technology and actor [32]. In 

this study, we established that the availability of documentation increases productivity, while its absence 

limits it and concurs with Duarte [4] where it was identified that effective training and the availability of 

quality documentation on a platform, increase the productivity of software developers. This is evident as      

DHIS2 and CommCare have considerable online documentation accessible to developers and third-party 

innovators, while Malawi PoC-EMRS has limited documentation and access to it is also limited [33], thus 
affecting productivity. 

 

In this study, we identified three areas where platforms show their strength and increase the productivity of 

internal and third-party developers. Malawi PoC-EMRS can increase the productivity of internal and third-

party developers by improving the availability of boundary resources through providing configurability and 

standardisation of its APIs, boundary resource use, and platform management. Improving the availability 

of boundary resources can be achieved by enhancing the Malawi PoC-EMRS to provide configurable 

interfaces to enable end-user configurability. This concurs with the assessment done by Munthali et al. [34] 

on BHT, which was the Malawi PoC-EMRS implementer, where five key areas of improvement were 

identified, one of which was to improve the productivity and quality of the platform to achieve 70% 

reconfigurability and 30% customizability. Secondly, Malawi PoC-EMRS needs to standardise and open 
its API endpoints in order to give third-party innovators the capacity and flexibility to improve or customise 

the platform [35]. In addition, there is a need to enhance the capacity of developers thus, improving 

boundary resource use [10] [30] [31]. This can be achieved when Malawi PoC-EMRS improves its 

documentation and provision of training materials, to internal and external developers. The absence of 

sufficient documentation is another factor that limits productivity, as highlighted by Duarte [4].  Lastly, the 
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Malawi PoC-EMRS needs to establish a Community of Practice (COP) to allow platform owners and 

contributors to share knowledge, and establish a governance structure. COPs play a significant role in 

platform management and governance as they are a major component of generativity in platform 

ecosystems [21] [30] [31] [36]. 
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Digital Health Model for South Africa’s National Health Insurance: 
Addressing Hospital Occupancy and Emergency Care 
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Background and Purpose: South Africa will be unifying the current fragmented healthcare system by 
implementing the National Health Insurance. This poses inevitable challenges to the associated 
information systems. This research introduces the need for an information systems model to support 
the Federated Health Information Architecture proposed by the Department of Health. 
Methods: The Health Normative Standards Framework documentation was studied in conjunction with 
the Life Esidimeni Health Ombud report to determine gaps in the proposed architecture. 
Results: Five gaps were identified during this research (the view of shared Electronic Health Records 
(EHR) is oversimplified, key decision makers are not included in the list of stakeholders, emergency 
services is not adequately supported, medical aid schemes are not included, mature architectural 
standards need to be developed) and it was determined that a digital health systems model needs to be 
developed to support the current architecture to assist with resolving some of the identified gaps. 
Conclusions: Data synchronisation issues are inevitable with a large project such as the NHI. To 
minimise mistakes, fewer assumptions regarding the interoperability of systems need to be made. The 
proposed architecture as it stands may not cater to the needs of the NHI. A new model that can support 
the NHI especially within emergency care and hospital occupancy monitoring needs to be created. 

Keywords: National Health Insurance, Federated Health Systems Architecture, Digital Health Model, 
Electronic Health Records, Health 4.0 

1 Introduction 

The purpose of this paper is to introduce the need for a conceptual digital health model that is cognisant of 

the existing healthcare system constraints in South Africa and contextually relevant to the Department of 

Health’s National Health Insurance (NHI) plan. The effective implementation of the NHI depends on 

healthcare systems which are sustainable, in other words future fit. The scenario which this research has 

focused on is emergency care and hospital occupancy. 

2 Background 

Electronic Health Records (EHRs) have become an integral part of patient care in South Africa [1]. EHRs 

not only benefit individual patients but can have a positive impact on public health goals [2]. Real time 

hospital occupancy information across hospitals in Gauteng is not yet available. As a result, paramedics 

could unknowingly transport a patient to an emergency facility that is at full capacity. In conjunction with 

addressing these types of scenarios, the Department of Health (DoH) aims to migrate South Africa from 

the current fragmented healthcare system to the NHI [3]. The NHI aims to unify the healthcare system to 

benefit all South Africans. This requires a substantial digital health transformation as existing information 

systems need to connect to each other to provide a seamless experience for healthcare workers and patients. 
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3 Materials and methods 

This research has considered the Federated Health Information Architecture (FHIA) proposed by the DoH 

[4] as well as literature published in other developing countries. Since it is important for research and 

associated scenarios to be contextually relevant [5], The Life Esidimeni tragedy of 2016 which has close 

links with patient care and transfers was also considered when assessing the future readiness of the FHIA. 

4 Literature Review 

Globally, healthcare systems are constrained by factors such as aging populations with chronic conditions 

[6] however, South Africa has an increased burden on emergency services arising from violent crimes [7]. 

Health 4.0 poses opportunities for the optimisation of healthcare delivery by incorporating familiar 

technologies such as Cloud Computing (CC), Fog Computing (FC), Internet of Things (IoT) as well as the 

Internet of Medical Things (IoMT) [8]. To realise the benefits of Health 4.0, an all-encompassing health 

information systems architecture needs to be designed. South Africa is preparing to migrate the fragmented 

healthcare system (public and private sectors) to a unified healthcare system. This has necessitated the need 

for an implementation plan as well as the designing of a future state architecture. 

4.1 NHI Implementation Phases 

The NHI will be implemented in six phases [4]: (1) Identify national interoperability use cases; (2) 

National interoperability use cases are evaluated, validated, refined, and prioritised; (3) Identify gaps in the 

Health Normative Standards Framework (HNSF) and address them; (4) Articulation of related national 

interoperability specifications; (5) Implementation and informal assessment of national interoperability 

specifications; (6) Formal conformance assessment and conformance certification. Currently in phase 2 

(2022 to 2026) of the implementation plan, the healthcare delivery mechanisms are being reinforced with 

more resources and the integration of selected private healthcare services [9]. The future state architecture 

with a focus on the NHI has been designed and is based on the Federated Health Information Architecture 

(FHIA). This is described in the next section. 

4.2 Federated Health Information Architecture 

As per step 3 of the implementation plan, the proposed FHIA was assessed, and potential gaps have been 

highlighted. The “Magnifying the problem” approach was then used to identify architectural gaps [10]. 

Health Information Architecture (HIA) encourages interactions between users (healthcare workers and 

patients) and health systems. Federated Architectures (FA) promote interoperability and synchronisation of 

data between different systems [11]. The blending of the principles of an FA with an existing HIA, 

 

Figure 1: FHIA with highlighted focus areas based on this research. Source (adapted): [4] 
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results in a FHIA which affords the interoperability and data synchronisation capabilities onto an 

architecture that already supports interaction between users and systems. The FHIA designed for the NHI 

is presented in Figure 1. The FHIA was designed by the Department of Health with an objective of ensuring 

interoperability. Interoperability which supports the synchronisation of data is preferred over integration 

which focusses on the translation of data between heterogenous systems [12]. The HIE in this architecture 

is responsible for: Orchestration – management of workflows; Messaging – data flow of shared information; 

Terminology Service – Data transformation. It can be noted that minimum emphasis has been placed on 

the synchronisation of data between clinical systems and emergency services. 

Medical records are depicted as a shared repository within the clinical repository. This layout therefore 

implies a consolidation of records [13]. Based on this understanding, the patient records, and by extension 

the data subsets, describing the overall pulse of the healthcare system will reside physically in a central 

location. Though there are merits to having a central repository, such as a single version of the data, this 

would require all facilities to change to the same HIS to be fully interoperable. Within the South African 

private healthcare system alone, there are no less than five hospital groups: Life Healthcare, Mediclinic, 

Netcare, Joint Medical Holdings and Lenmed [14]. This excludes the thousands of other smaller private 

medical facilities. It is reasonable to assume that hospitals in the private and public healthcare systems do 

not run on the same HIS or at the very least have customised their systems to an extent such that it would 

require significant effort to consolidate them into a single platform.  

Private medical aids, emergency services and healthcare facilities will still feature in some aspects of the 

NHI. These components however are not adequately catered to within the FHIA. When considering the 

inevitable heterogenous landscape, an integration layer as suggested in Figure 1 could support the 

messaging layer. This would be useful in scenarios such as emergency medical care, patient transportation 

and inter facility patient transfers.  

The Life Esidimeni tragedy of 2016 in which more than 100 mentally ill patients died as a result of being 

transferred to various ill-equipped healthcare facilities [15] has highlighted the following factors (Table 1). 

Table 1: Information related factors that contributed towards the Life Esidimeni tragedy of 2016  

Contributing factors relating to information 
processing 

Comments 

Lack of medical authorisation for patient transfer Insufficient digital records existed for many of 

the patient transfers between the origin and 

destination healthcare facilities. 

Lack of clinical assessment evidence There were insufficient digital records of a 

clinical assessment being performed on the 

patients prior to being transferred. The follow-on 

effect resulted in a lack of future or chronic 

medical records being available. 

Lack of patient monitoring Insufficient digital records existed for the 

monitoring of patients’ conditions during the 

transfer process. 

Receiving staff were unable to interpret the 

incomplete medical records in cases where they 

were received 

Receiving staff were not trained or did not know 

how to interpret the medical records received and 

were thus unable to provide the necessary 

medical care. 

Insufficient handover and control of medical 

supplies that were received 

Insufficient digital records were available to 

support the control of medical supplies that were 

received thus leading to deficient patient care. 

Source (adapted): [16]  

 
Considering the factors mentioned above, it can be noted that the absence of information (paper-based 

or digital) can have detrimental consequences. At this point, it might be useful to consider the “poka yoke1” 

 
1  Japanese term meaning to avoid unexpected surprises, poka-yoke is a safeguard that prevents a process from 

proceeding to the next step until the proper conditions have been satisfied and accepted.  
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principle of ensuring that systems and processes are mistake proof [17]. The recommendations in the next 

section have therefore been created to support the existing architecture and to minimise information 

inconsistencies. 

5 Recommendations 

The identification of gaps is a key element of Enterprise Architecture. Step 3 of the NHI implementation 

plan refers to the identification of gaps in the HNSF. The gaps and recommendations in Table 2 refers to 

the FHIA proposed by the DoH.  

Table 2: Gaps and recommendations relating to the FHIA 

Possible gap Recommendation 
Shared EHR is depicted as a single, shared 

repository. This is an oversimplified view which 

assumes that the existing and future systems will 

be interoperable. 

An integration layer needs to be considered to 

ensure that heterogenous systems can share and 

transmit patient records to healthcare providers at 

the point of patient care which is an aim of the 

DoH [18]. 

The stakeholder list in the FHIA has not 

included key decision makers. 

The stakeholder list should include strategic 

decision makers who require selected data 

subsets to make important decisions. Mangers, 

who require other levels of information and 

processing should also be included. These 

additional stakeholder types will assist in 

revealing related use cases as per steps 1 and 2 of 

the implementation plan. 

Emergency care and patient routing is not 

adequately depicted. 

The HIE should include integration to 

translate messages between heterogenous EMR 

systems and healthcare facilities (private and 

public). 

Medical aid schemes are not represented in 

the architecture 

Medical aid schemes will still exist after the 

NHI has been implemented. These organisations 

require access to certain EHRs and should 

therefore be included in the architecture. 

Architectural standards not yet as mature as 

the UK’s National Health Service (NHS). 

The NHS Architecture Principles should be 

consulted when creating the frameworks for the 

NHI [19]. 

6 Conclusion 

It has been highlighted that inefficient health information can have negative consequences particularly 

during patient transfer, emergency care and facility management. During this research, the lessons learned 

from the recent Life Esidimeni tragedy were considered when assessing the FHIA proposed by the DoH. 

This led to recommendations that could ease some of the challenges that are inevitable during a large health 

information systems project. Future research will focus on creating a health information systems model that 

can exist on a standalone basis or support the FHIA. This will be achieved through conducting interviews 

with key stakeholders in the public healthcare system to understand their thoughts relating to current and 

proposed systems. 
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Background and Purpose: Unlike implementations in high-income country settings which span the 
entire breadth of a health facility, electronic health record (EHRs) implementations in low- and middle-
income countries (LMICs) have mostly been disease specific. Since most disease-specific clinics are 
ambulatory in nature, the inpatient setting has been largely ignored with regards to EHR 
implementations in LMICs. Computers on wheels (CoWs) has improved access in high-income country 
hospital settings, but may not be financially feasible in LMIC settings.  Here we describe the design 
and development of a low-cost CoW that has been done in a low-income country setting. 
Methods: We developed a set of functional requirements for a computer on wheels and a design 
approach for the development of a functional prototype from concept to finished product. We conducted 
a laboratory function evaluation to assess how the CoW would work. 
Results: We designed and developed a CoW comprising a cart, computing platform and a docking 
station for charging.  Our computing platform is based on a Raspberry Pi single board computer with a 
7-Inch touchscreen display, thermal label printer and 2-dimensional barcode scanner. The unit is 
powered by a rechargeable battery providing a runtime of roughly 16 hours between charges. 
Conclusions: We have demonstrated that fit-for-purpose solutions that may enhance clinical care in an 
in-patient setting can be designed and developed in an LMIC setting. This approach can reduce barriers 
to entry for EMR systems in hospitals by making more affordable and locally supportable solutions 
available. 

Keywords: LMIC, Computer on Wheels, EMR Integration 

1 Introduction 

The adoption and use of Electronic health records systems (EHRs) promises several benefits and 

improvements to the quality of care. Since the early 2000s, several publications have described 
implementations of EHRs in low- and middle-income countries (LMICs). One distinguishing characteristic 

of EHRs implementations in LMICs has been the disease specific focus of most implementations.[1] This 

is unlike the implementations in high-income country settings where EHR implementations often span the 

entire breadth of the health system or facility.  

One downside of the disease-specific focus of EHR implementation in LMICs is the ignoring of other 

aspects of healthcare. Since most disease-specific clinics are ambulatory in nature, the inpatient setting has 

been largely ignored with regards to EHR implementations in LMICs. An argument can be made that 

focusing on the ambulatory setting for EHR implementations in LMICs addresses most of the information 

needs since most patients are treated as outpatients. However, some patients treated in the ambulatory 

setting are admitted to hospital wards, thus requiring continuity of care among the clinical team. These are 

often the sickest patients whose care can benefit from well documented medical records such as those 

offered by EHRs in these settings. The presence of such records can facilitate delivery of healthcare and 

https://www.zotero.org/google-docs/?Ger0X6
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help reduce incidence of adverse events, which the World Health Organization (WHO) estimates occurs in 

one out of every ten hospitalised patients and are fatal in 30% of all cases.[2] 

One approach that has been taken in high-income country settings is the use of computers on wheels 

(CoWs). These have typically taken the form of placing a desktop or laptop computer on a commercially-

available cart, augmented with some form of battery power solution that enables the computer to be 

powered during clinical rounds. These solutions have been estimated to cost more than $3,000.[3] Jen et al. 

describe the development of their Very-Efficient Agile Laptop (VEAL) as a lower-cost solution for use in 

emergency departments in high-income country settings.[3] Their solution comprised a laptop computer, 
commercially available cart, additional battery to extend the runtime of the laptop, and an ID Badge reader, 

totalling $2,721 in cost. Whether this cost includes shipping is not stated in their description, but must be 

considered as a component of the cost, particularly in the context of LMIC settings. One additional 

observation from their description is the use of a mouse shown in pictures of their CoW, despite the fact 

that their laptops are equipped with trackpads, suggesting that the addition of the mouse provides an 

enhanced user experience. 

In 2003, we developed a CoW using a mechanics rolling toolbox as the base with a modified Internet 

appliance mounted on top. In 2015 we developed a second iteration of the CoW that was based on a 

commercial cart and an android tablet.[4] In this paper, we describe the third iteration of a built-for-purpose 

CoW for use at the bedside along with initial findings from a pilot implementation. While our development 

has been done in an LMIC setting the solution also has potential applications in high-income country 

settings. 

2 Methods 

We have previously published a manifesto describing an LMIC-first approach to developing EMR systems 

for low-resource settings.[5] The development of our CoW follows this manifesto with five of the six 

themes exemplified in the prototype: 1) designing solutions optimised for use at the point of care; 2) taking 

a process-centric approach; 3) emphasis on low-power consumption; 4) emphasis on low cost; 5) a focus 

on touchscreen user interfaces to maximise usability and efficiency. The remaining LMIC-first theme 
focused on software development processes, which is not discussed here. 

2.1 Setting 

The development of the CoW has been undertaken at the Global Health Informatics Institute (GHII) training 

centre in Lilongwe, Malawi. GHII works at the intersection of science, engineering and global health to 

address problems of global health importance. GHII has a fully equipped electronics laboratory and a 
mechanical engineering workshop capable of doing rapid prototype development. 

2.2 Functional requirements 

We came up with the following list of functional requirements based on our experience working in an 

LMIC inpatient setting for the past several years: 

1. Locally manufactured so as to minimise shipping costs and maximise maintainability. 
2. Create a cart solution that provides additional value beyond just the transportation for the 

computer, creating a stronger value proposition for the user. 

3. The footprint should be sufficiently small to navigate through doorways and between patient beds 

on a congested inpatient ward. 

4. The cart should be sufficiently light in weight and agile to allow it to move easily in tight spaces. 

5. The computer should be able to run autonomously for at least 10 hours. 

6. Can be recharged easily without dependence on support staff. 

7. A 2D barcode scanner to facilitate staff and patient identification. 

8. A thermal label printer to allow for the generation of stickers to support different applications e.g. 

labelling of laboratory specimens.  

9. Should provide a touchscreen user interface maximise usability and eliminate the extra space 
required for an external mouse. 

https://www.zotero.org/google-docs/?9fhoj6
https://www.zotero.org/google-docs/?xlFxxa
https://www.zotero.org/google-docs/?E4OnkL
https://www.zotero.org/google-docs/?GfX108
https://www.zotero.org/google-docs/?SPeAs1


17 Sinjani et al. / Re-visiting Design and Development of a Low-Cost Computer on Wheels to support 
healthcare delivery for Low-Resource Settings 

 

© 2023 JHIA. This is an Open Access article published online by JHIA and distributed under the terms of the Creative Commons Attribution Non-
Commercial License. J Health Inform Afr. 2023;10(2):15-22. DOI: 10.12856/JHIA-2023-v10-i2-432 

10. The computer should be firmly attached to the cart to prevent theft and the design should minimise 

the use of external peripherals that could be easily stolen. 

11. All external USB ports should be enclosed to avoid users plugging their phones for charging that 

could drain the batteries, which could significantly reduce the runtime of the system. 

 

Many of these features are core in our appliance model hardware philosophy previously described. [6] 

2.3 Prototyping 

We focused initially on the development of a cart starting with sketches of a proposed design followed by 

a mock-up made from thick cardboard. Following that, each piece was individually modelled in AutoDesk 

Fusion 360 computer aided design software and a tool path created to cut out each piece on a computer 

numerical control (CNC) router. As we expected to have several iterative improvements on the design, we 

used 10mm plywood for the initial construction. Once the design reached a level of maturity, we switched 

to PVC plastic for the final version.  
 

Our process for developing the computing platform was heavily influenced by other internal projects at 

GHII that unitized single-board computers and touchscreen displays.  We considered display sizes of 10-

Inch, 7-Inch and 5-Inch. We selected the 7-inch display as it was more easily integrated with the Raspberry 

Pi, and roughly half the cost of the 10-inch display, while still providing adequate size for performing 

simple tasks. We chose to mount the display in portrait configuration to minimise the footprint. 

 

Version 2 of the CoW utilised a thermal label printer that would accommodate auto a 4-inch wide label. 

We believe that the smaller footprint and lower power consumption of a 2-Inch label printer would be 

preferable and opted for the narrower printer. 

 
In Version 2 of our CoW we used a handheld barcode scanner with a USB connection to the tablet. In 

our current version we switched to an embedded scanner that was internally connected. This had the 

additional benefit that it could be used hands-free. 

 

Based on the dimensions of the components a cardboard mock-up of an enclosure was created, moving 

to plywood and finally PVC as described above. Finally, we needed to design a way of charging the carts. 

2.4 Usability Testing 

Our goal was to make a product that the users find value in it and have the willingness to use the product 

day by day. When we created the first version of the cart, we tested it at Daeyang Luke Mission Hospital. 

We left one cart with the matron in each of the two different departments for two weeks. After two weeks 

had elapsed, we went back at the hospital to gather feedback. 

2.5 Laboratory Function Evaluation 

To assess how long the CoW would work, we conducted a laboratory function evaluation. We developed a 

simple script that printed a label with a timestamp every 10 minutes. This gave us an objective way of 
comparing runtime of different battery technologies and power management strategies. 

2.6 Ethical Considerations 

The development of this manuscript and prototype followed all ethical standards for research without direct 

contact with human or animal subjects. 

3 Results 

Our Initial prototype from 2003 (original image captured with a low-res camera) along with our 2016 

version and our current version are shown below in Figure 1 for comparison purposes. 

https://www.zotero.org/google-docs/?qQctWA
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Figure 1 - The Evolution of our Computer on Wheels 2003, 2016 and 2023 respectively 

3.1 Features of the CoW Prototype 

3.1.1 The Cart 
After the cart was used by the healthcare workers at Daeyang Luke Mission Hospital, they provided us 

with the following feedback: The cart was easy to drive around due to its compactness. The height of the 
cart suited different nurses, and no one complained. However, there was one comment that was raised to 

say the top half of the cart was wobbling so much and we addressed this problem by adding a frame with a 

diagonal section at the back of the cart. 

While the cart is intended to support the mobility of the computer, we observed that there were other 

potential applications that could be concurrently addressed. In particular we noticed that clinicians often 

move between the bedside and the nursing station to collect medical supplies during ward rounds. To reduce 

the back and forth between the bedside and the nursing station, we designed the cart to facilitate the 

transportation of frequently needed medical supplies. In addition, waste management was also observed as 

a challenge. Moving between the bedside and a sharps box with a used syringe increased the chances of a 

needle stick. To address this, we designed a section of the cart to accommodate a sharp box. Lastly, we 

added a space for a waste disposal bin. To maximise mobility and ensure that the cart can navigate tight 

spaces, we used fully-articulated wheels on all four corners of the cart. Figure 2 shows the cart at various 
stages of development. 

 
Figure 2 - The Cart at various stages of development 

 

Our design utilised individual pieces that interlock for strength. This approach allowed us to keep the 
individual pieces relatively small allowing for compact shipping and assembly on-site, similar to the design 
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of Ikea furniture.[7] We decided to construct the cart out of PVC as it has the advantage that it is strong, 

water-resistant, can be easily sanitised, and does not require painting. Assembly of the pieces takes less 

than five minutes for two people, requiring only eight screws to hold all the pieces together.  

3.1.2 The Computing Platform 
We settled on using a Raspberry Pi 3B+ single board computer as the computing platform, connected to 

a 7-inch touchscreen display. We integrated an embedded barcode scanner and a Zebra thermal label printer 

with a maximum label width of 2-inches. Figure 3 shows the computing platform at various stages of 

development. 
 

 
Figure 3 - The Computing platform at various stages of development 

3.1.3 Component Integration 
As there was a significant amount of electronics integration required, we developed a printed circuit 

board (PCB), which connected to the Raspberry Pi using the 40-pin GPIO header. The battery charging 

circuit, real-time clock, and DC/DC converters for the Raspberry Pi and label printer were all built into the 

PCB. The entire system is powered using a 12-volt, 8Ah Lithium Iron Phosphate (LiFePo4) battery with 

onboard battery management system.  

3.1.4 Power management 
To maximise runtime on a single charge, we implemented a number of power saving features. While we 

wanted to support a feature of printing adhesive labels, we knew that it may be used infrequently. However, 

while the printer is turned on, it drains a small amount of power even when not printing, amounting to 

roughly 10 percent of the overall power consumption of the CoW. To accommodate for this, we 

implemented a power control relay on the PCB that allowed us to turn the printer power on and off in 

software. With this, we were able to turn the printer on for a few seconds when we needed to print a label, 

and turn it off immediately after printing. To further reduce power consumption, we made changes to the 

raspberry Pi configuration file to disable certain unnecessary features such as Bluetooth. In addition, we 

adjusted the display brightness to an intensity that was still easily visible but sufficiently low to produce 

power savings. To ensure that the battery is as fully charged as possible at the time a user removes it from 

the charging station the system is entirely run from the charger leaving the battery at full capacity.  

 

https://www.zotero.org/google-docs/?RYc9Jh
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3.1.5 Connectivity to Existing Clinical Systems 
CoWs do not operate independently of other systems. In the majority of settings, CoWs utilise WiFi 

connections to interface with existing electronic medical record systems. In our experience working in 

LMIC hospital settings, it has been difficult to ensure complete WiFi coverage in the clinical setting. Due 

to the structural design of most hospitals, there are often multiple dead-zones in WiFi coverage. We used 

two strategies to address this information exchange issue. Our first strategy was the encoding of information 

(e.g., laboratory test order) into 2-dimensional (2D) barcodes that can be printed on labels. With this model, 

scanning the barcode at the destination (e.g., hospital laboratory) allows the information to be imported into 
another information system. This essentially eliminated the necessity for connectivity when information is 

being sent from the CoW to a destination information system. This might have traditionally been done by 

packaging the information in an HL7 message. We have previously described this approach as a means of 

health information exchange in low-resource settings.[8]  

 

Our second strategy to minimise the need for real-time connectivity is to push information to the CoW 

so that no remote database query is needed at the time the user wants to access it. Provided the CoW has 

periodic access to WiFi it will get synchronised. In this way, it doesn’t matter if the CoW happens to be in 

a deadzone at the time.  

3.1.6 Charging Dock 

We wanted a solution that was easy to connect to, could be done by the users of the cart and did not 

depend on a third-party to connect them for charging. Rather than having a cable connected to the cart for 

charging, we chose to build wall mounted “docking stations”. We utilised the magnetic charger concept 
used on certain models of Apple laptops. Using strong magnets, we were able both hold the cart in place as 

well as provide the electrical connection for charging. The use of magnetically controlled switches (Reed 

switches) allowed us to only provide power on the charging terminals when the cart is actually docked. 

Rather than building separate docking stations for each cart we decided to build a station that could 

accommodate three carts concurrently. A picture of this “SuperDock” can be seen in Figure 4. 

 

 
 

Figure 4 - The SuperDock CoW Charging Station with three CoWs Docked 

 

https://www.zotero.org/google-docs/?ig29aH
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3.2 Cost 

The cost of materials to manufacture one cart is roughly $160. 

The combined cost of all electronics hardware and the PVC enclosure for the computing platform is 

roughly $650 including the thermal printer and embedded 2D barcode scanner. 

The Super-Dock station costs roughly $400 including the charging electronics capable of 

accommodating up to three CoWs concurrently. 

3.3 Initial Findings 

Below we describe some of the challenges we faced and discuss how we addressed them. 

 

● One of the first problems we faced was a rapid reduction in battery life. We had initially designed 

the CoWs using a sealed lead acid battery of the type commonly used in uninterruptible power 

supplies for computers. When the battery was initially purchased it was able to power the CoW 

for roughly 8 hours. However, as they were deeply discharged every day, the battery life quickly 

reduced to the point where we could only achieve 20 minutes of runtime after about 4 months. To 

address this, we initially had two sets of batteries and swapped that at mid-day. This was followed 

by an iteration with Lithium-Ion cells building batteries by combining eight individual cells to 

make a battery. To improve performance, we added a battery management system (BMS). The 

final iteration used Lithium Iron Phosphate (LiFePO4) batteries with an integrated BMS. With 
these new batteries we are able to run a CoW for roughly 16 hours and there has been no reduction 

in runtime in the 18 months since we installed them.  

● We observed that under poor lighting conditions the barcode scanner failed to be triggered by 

motion. To address this issue, we installed LEDs around the scanning area, and turned them on in 

software when we needed to scan. 

● The first iteration of the docking station had charging connections on the side. This design made 

it difficult to use the cart while docked. In the redesign we moved the charging to the back. 

● Version one of the carts did not have a clear indicator that it was charging once docked. This was 

later resolved by adding a visual indication both on the screen and with a separated LED (Red for 

charging green for charged). 

● The cart was heavier than initially anticipated. To address this, we upgraded the diameter of the 
wheels to improve mobility. 

● We noticed that from time-to-time carts that had been placed on charge at the docking station had 

become disconnected. We observed that if bumped they easily lost their charging connection. To 

address this we added a secondary support with an additional set of magnets. 

 

 

4 Discussion 

The “buy or build” question is always difficult. A solution that provides 80 percent of the benefits at 20 

percent of the cost is always appealing. However, if closing the remaining gap has significant benefit then 

building is always the best option. As the current “state of the art” for CoWs is still based on Commercial 

off-the-shelf (COTS) integration of a cart and computing device, we felt this had sufficient limitations, 

particularly in terms of cost, we chose to opt for building a solution. While we have created a design that 

tightly integrates the cart and the computer, the design allows for the cart to be used without the computer 

where appropriate, and vice versa. 

 

We noted that in the design of the VEAL CoW by Jen et al. they did not incorporate a printer. Since we 

have identified several use-cases for label printing, we believed that this could be a valuable addition to a 

CoW used in the clinical setting. One potential barrier to printing was accommodating the power 
requirements. The thermal label printer used in our design requires an external power supply similar to that 

used on a laptop. While the printer required 19 Volts DC to operate and the battery powering the CoW is 

12-Volts, we were able to step up the voltage using a DC/DC converter. This innovation is generalizable to 

other CoW designs. 
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5 Limitations and Future Work 

The development of the custom CoW described in this paper does not include any formal field user effect 

and problem impact evaluation. This is a major limitation of this work as until the users interact with this 
CoW, we cannot tell how well it will work. Nonetheless, the main goal of this paper is to share the design 

of a low-cost CoW that can be easily assembled and maintained in low-resource settings. We believe that 

others can benefit from having access to this open-design and can further improve upon it. In the future, we 

plan to deploy the CoW in a clinical setting and conduct formal user effect and problem impact studies 

using our initial use-case around improving the management of laboratory test order entry and results 

review as has been described earlier.[4].  

6 Conclusion 

We have demonstrated that fit-for-purpose solutions that may enhance clinical care in an in-patient setting 

can be designed and developed in an LMIC setting. This approach can reduce barriers to entry for EMR 

systems in hospitals by making more affordable and locally supportable solutions available. Additionally 

the manufacturing and maintenance of the equipment bolsters the local economy, creating jobs and 

generally strengthening the private sector. 
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Background and Purpose: Our study addresses one of the complex aspects of machine learning 
techniques, namely the unsupervised machine learning applied to medical image analysis. While 
unsupervised learning has many benefits, there exists a main challenge that due to the fact that the result 
obtaining might be less accurate as input data is not labelled, and algorithms do not know the exact 
output in advance. Consequently, in unsupervised learning problems, several aspects must be taken into 
account for the validation of the algorithm results. These were the integration of measures in 
unsupervised learning algorithms is important. Metrics play multiple roles such as in image analysis, 
and in the judgment of the algorithm’s performance. On the one hand, the paper describes a 
methodology for building an unsupervised machine learning with an application related to the analysis 
and diagnosis of medical images. On the other hand, it highlights the role of metrics and their 
mathematical properties in solving problems through unsupervised machine learning. 

Methods: Considering the objectives of the medical image analysis such as to detect patterns on the 
image and to guide the diagnosis, we focus our interests on the unsupervised machine learning, 
specifically the clustering approach based the centroid and density models. These two models allow the 
image analysis and classification. Furthermore, we considered that classification can be done by 
attribution criteria such as object semantic and similarity criteria. 

Results: We have demonstrated the application of unsupervised learning for medical image analysis 
and diagnosis. Our model was tested on 40 different images of samples. The accuracy in our 
unsupervised machine learning means detection and correct classification of all necessary objects in a 
single image. 

Conclusions: Asking the machine to make a suitable grouping of the objects of an image in classes 
without human intervention by algorithms, this is the goal of unsupervised machine learning. To 
achieve this challenge, metrics play an important role. We built the formal model based on a set of rules 
and functions that can analyse and classifies objects’ image in classes. Our model as the benefit to be 
used for semi-supervised machine learning co-clustering applications. This can make it easier to label 
a large volume of data. 

Keywords: Unsupervised machine learning, classification, clustering, metrics, image analysis. 

1 Introduction 

Since a long time, without scientific instruments and materials the discovery and understanding of 

microorganisms and organisms would have been utopian. Microorganisms, in the world, are characterized 

by beings invisible to the human eye and which cause many health concerns for the latter, such as microbes. 

Seeing organisms in the body, finding any abnormality is of a great importance for human health and life 

expectancy. 

A biomedical image is the materialization in the form of images of anatomical or functional information 

in vivo of parts (organs, tissues, cells) of the human body, as well as the data extracted or derived from 

these images. But it can also be an image obtained ex vivo (such as for example microscopy images of 

samples obtained by biopsy for pathological anatomy or by thick film for parasitological analysis). 

The medical image corresponds to the localized measurement of a physical signal of an object or objects 

in space, generally in two dimensions (2D) or in three dimensions (3D). In radiologic imaging, “the 
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intervention of the radiologist is to explore a field of view which can be either the whole object or a part of 
the object” [1]. As the same in microscopic analysis, the lab tech and the biologist observes different 

parasite forms. Doing this job manually with an “explosion of medical data can lead to an upheaval in the 
workload of radiologists, limiting the time spent with the patient and increasing the rate of error in 
interpretation” [2]. 

Thus, under the conditions of precision and real-time medicine in accordance with [3], “the potential of 
medical image analysis by artificial intelligence (AI) is immense to provide faster and more reliable 
diagnosis to patients”. Furthermore, “most of the concepts used in AI come from or are inspired by 
neuroscience research. The concept of neural network, or layers of neurons, comes from the understanding 
of the organization of the cerebral cortex, particularly the visual cortex of the cat. Indeed vision is not a 
holistic phenomenon where visual integration would be done globally, but a hierarchical, sequential 
system, within which each visual region is responsible for a segmental analysis of the characteristics of the 
image, edge, intensity, pattern, colors, and movement” [4]. 

The collaboration of imaging professionals with artificial intelligence and machine learning technologies 

is becoming more and more frequent, even if it is not yet very present in some health systems in southern 

Saharan countries. And it is quite obvious that imagists are concerned about the quality of the automatic 

image analysis and diagnosis provided.  

As stated in [5], “creating strong evidence for the usefulness of ML models in clinical settings is an 
involved process. It requires a thorough understanding of the properties of the model itself and its 
performance.”  

Our study addresses one of the complex aspects of machine learning techniques, namely the 

unsupervised machine learning applied to medical image analysis. While unsupervised learning has many 

benefits, there exists a main challenge that due to the fact that the result obtaining might be less accurate as 

input data is not labelled, and algorithms do not know the exact output in advance. Consequently, in 

unsupervised learning problems, several aspects must be taken into account for the validation of the 

algorithm results. These were the integration of measures in unsupervised learning algorithms is important. 

Metrics play multiple roles such as in image analysis, and in the judgment of the algorithm’s performance. 

On the one hand, this article describes a methodology for building an unsupervised machine learning 

with an application related to the analysis and diagnosis of medical images. On the other hand, the article 

highlights the role of metrics and their mathematical properties in solving problems through unsupervised 

machine learning. 

2 Materials and methods 

There are different types of machine learning: supervised, unsupervised, and reinforcement. In particular 

our study focused on unsupervised learning that derive insights directly from the data itself and have 

capability to uncover patterns in an unlabelled dataset.  

Since it is about the analysis of images, specifically of 2 dimensions, it is therefore assumed a geometric 

surface and a domain containing objects. Objects are characterized by their shape or structure, by their 

position in the surface and also by appearance. Moreover, the rules for assembling objects in the domain 

are based on notions such as inclusion and proximity. This is why having an image analyzed by a machine, 

in general, requires the integration of geometric measurements.  

As mentioned earlier in the introduction, the following is a methodology of building an unsupervised 

machine learning for an application a medical image analysis and an automatic diagnosis. Behind, there are 

descriptions of metrics to be used which demonstrate their roles. The work published in the following 

articles, [6] [7] [8] [9], constitutes a basic part of our research. 

And in the aspect of testing the performance of our system, we resorted to other metrics such as those of 

the Kolmogorov-Smirnov test [10] and normalized cross-correlation [11]. 

2.1 Unsupervised Machine Learning  

The unsupervised machine learning model [12] has often three steps namely: data collection, building and 

training model, and at least the evaluation. In general, unsupervised machine learning has two model: 

clustering algorithm and association algorithm.  
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The present study refers mainly to clustering. The clustering [13] [14] technique aims to discover 

meaningful structure or to identify patterns in the input data and then put it in a specific class/cluster.  

2.1.1 Clustering Model 

The clustering analysis of an image aims is to identify which of a set of categories a pattern belongs to. 

Moreover, a clustering algorithm maps input data to a category which can be a disease. The use of maths 

or metrics in clustering algorithms is mandatory to perform the clustering problem. 

The theories presented in [15] on clustering models fixed our issues. Considering the objectives of the 

analysis of a medical image such as to detect patterns on the image and to guide the diagnosis, we pay 

attention to two models namely: the centroid and density models. 

 

a) Centroid Model 
K-means algorithm is one of the centroid based clustering algorithms. As stated in [16], “when the data 
space X is RD and using Euclidean distance, we can represent each cluster by the point in data space that 
is the average of the data assigned to it. Since each cluster is represented by an average, this approach is 
called K-Means”. 

We illustrate the problem in the following way.  

As the image space is X. Let consider X be RD. Moreover, the data set is . In this set of data 

belonging to the space X, the algorithm searches for points or elements having a particular interest based 

on a given invariant or threshold. These different points of interest are considered as centroids.  
Let data (xi), i=1, 2, …, n, measured on n independent observations. It comes that dii’, denotes the distance 

between observations i and i’. Ultimately, the Euclidean distance d is: 

                  (1) 

The algorithm should also, in the meantime, calculate an area of interest around the central point using 

density model. This should make it easier to calculate the distance around the centroid.  

From this point of view and in the medical context, the designer of the machine learning is supposed to 

define beforehand the clusters which correspond, for example, to a pathology. K represents the number of 

clusters C. Thus it is possible to determine n-K clusters as prototypes. But due to letting the machine has a 

self-learning, we formalize K in the following open interval (n-K to m-K); m-K is a discovered prototype. 

 

                     
 

b) Density Model 
Intuitively, the density of a given surface is understood as the fraction of the total number of elements 

over the size of the surface. As stated in [17] [18] [19], the usual density measurement model will have to 

involve two ingredients, namely a local density estimate at each point and a connection between objects. 

From the above, we formulate: 

     
 (2) 

    
where ρi is a local density, dij is the Euclidean distance between data point i and data point j, and dc is 

the cutoff distance; χ is the weighting function for estimating the influence of a neighboring point. 

2.1.2 Classification 

Image classification is a very common task in healthcare computer vision problems. And Machine 

learning are frequently employed for classification. 

Let a class be defined by a set of properties which are both necessary and sufficient for membership in 

the class. Starting from the principle that the descriptions of the objects to be classified, whatever the initial 

format, are translated into geometric representations where each object is associated with characteristics. 

Thus, we ask ourselves the question: knowing, for a given object o, these characteristics f(oi), can we 

determine the class ci to which this o belongs? 

Knowing that unsupervised learning problems the labels in the input data are typically unknown.  
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Two methods presented above, can help to solve the problem, since they are used to cluster the data 

together and to provide information about the structure of the data. This is the class identification.  

Furthermore, classification can be done by attribution criteria such as object semantic and similarity 

criteria.  

a) Object Semantic 
The first criteria is the domain-object relationship. An object corresponds to a series of domains, with 

more or less features or characteristics defined as an object semantic.  

 

     (3) 

b) Similarity 
The 2nd criteria is a similarity. A classification always involves much more arbitrariness than does a 

representation of data in a geometric continuum, with, as coordinates, the factors extracted by a suitable 

analysis. Despite the fact that once the machine has discovered the semantic values of the object, it can 

proceed to a comparison with the theoretical models and prototypes of the intrinsic classes of the machine.  

 In our model uses a numerical value called the discrimination threshold. This threshold determines 

attribution of an object to a class. Let formalize below the rule of attribution: 

 

         (4) 

 

where S is the percentage of similarity; If two images are similar, their similarity percentage will equal 

to 90-100%, that is <10, but if different usually >30, that is [0-70%]. 

3 Results 

We have demonstrated the application of unsupervised learning for image analysis for medical diagnosis. 

This application was produced as part of a project “Virtual Community of Healthcare Facilities” and relates 

to a medical decision support system for the management of malaria [20] [21].  

3.1 Experimentation of Unsupervised Machine Learning for Automatic Diagnosis of Plasmodium 

3.1.1 Data Collection 
The data were collected from the Division of Parasitic Diseases and Malaria (DPDM) of the Centers of 

Disease Control and Prevention (CDC). There were two modes of acquisition namely: downloaded directly 

via the CDC website and in a zip format via email sent by CDC. It is constituted of 40 blood image samples 

that are anonymous and under agreement of use. 

3.1.2 Pre-analytic Phase: Data Characteristics 

In laboratory image analysis, geometrical models of particle play an important role in the diagnosis of 

diseases. Theoretically, we can distinguish different geometric shapes based on some characteristic of the 

shapes. The experimentation concerns the specie Plasmodium Falciparum. Geometrically, the different 

morphologies take by the Plasmodium falciparum can be the following: dots, ring, circle and crescent. 

These the different morphologies are belonging to all staged of Plasmodium namely: ring, trophozoite, 

Schizont and gametocyte. Moreover, they are designated as clusters (prototypes). 

3.1.3 Analytic Phase: Experimentation of the Model 

Based on our formal model, we implemented our machine learning algorithms. We present in the figures 

below the execution of our machine learning and the results of the tests carried out on two images 

(https://www.vchf.net/vchf/simula/vlab/simulaBrowser.php). 

 

 

 

 

 

 

https://www.vchf.net/vchf/simula/vlab/simulaBrowser.php
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Input Detection & Identification Output: Classification 

  
 

 
Input Detection & Identification Output: Classification 

 
 

 
 

3.1.4 Evaluation Metrics 
The table below shows the indicators of performance and demonstrates the learnability of the machine 

learning algorithms. The accuracy in our unsupervised machine learning means detection and correct 

classification of all necessary objects in a single image.  

Table 1: Indicators of Performance 

Image Quantity 40 jpeg images (2D) 

Preparation 
technique 

Giemsa-stained  thick blood sample 

Quality Some images have been affected by chemical added substances or others 

impurities 

Objects to find Ring, trophozoite, schizont, gametocyte 

Processing time <1 min by image 

Results Accuracy Specificity and sensitivity 
(Confusions) 

Inaccuracy 

30% 67,5% 2,5% 
 

4 Discussion 

Within the scope of our study, we have formalized and implemented an unsupervised machine learning. 

The use of machine learning is often justified by the complexity of the problem such as that of decision 

support and in particular the analysis of images for a diagnosis. 

Asking the machine to make a suitable grouping of the objects of an image in classes without human 

intervention by algorithms, this is the goal of unsupervised machine learning. To achieve this challenge, 

metrics play an important role.  

The formal model presented is based on a set of rules and functions that analyse and classify objects’ 

image in classes. 

The model was tested on 40 different images of thick film samples. All these images present different 

objects with different configurations. The evaluation on these 40 images gives an accuracy of 30%, 67.5% 

with a difference in precision (mixture of true positives and negative confusions) and 2.5% completely 

inaccurate. We have considered that the accuracy of unsupervised machine learning is ability to detect and 

classify correctly of all necessary objects in a single image. 

In view of these results, one might be tempted to say that it is always very complex to carry out an 

unsupervised machine learning. However, it is rather a question of model and therefore of the metrics used 

that must be refined. It is ultimately important to have knowledge of the mathematical properties of a metric 

to determine its relevance for a given task. 
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It is often difficult to evaluate the performance of a model in unsupervised learning, since the true labels 

are not known. Furthermore, there are extrinsic factors to the model, namely the quality of the image, which 

often depends on the acquisition chain. 

Taking into account these factors, our model borrowed the principles mentioned in [22] [23], on the 

Probably Approximately Correct (PAC) Learnability and constructive function approximation. 

And if we already validate our model, it may well be useful for semi-supervised machine learning co-

clustering applications. This can make it easier to label a large volume of data. 
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